Identifying distinct thermal components of a creek
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1 Statistical and heat budget methods for analyzing temperature dynamics of creeks are limited by the ability to resolve thermal processes and fine-grained thermal structures, respectively. Here we describe a hybrid method that identifies distinct thermal components in a stream’s heat budget using only temperature data and an algorithm that employs mutual information to “unmix” signals in the temperature data. Spatial resolution is limited only by the number of temperature-logging sensors, which can be quite high for distributed-temperature sensors. Process resolution is at the level of thermal components, defined as distinct collections of heat flux elements sharing coordinated (nonindependent) dynamics. Inference can be used to relate thermal components to meteorological forcing and structural heterogeneity in the fluvial system and to suggest novel hypotheses for further testing with targeted heat budget studies. Applying the method to a small, arid-land creek produced two novel hypotheses: (1) lateral conduction of heat from adjacent dry land (bed, terraces) appeared to cause a substantial heating of the stream, augmented by off-channel flow paths, and (2) riparian vegetation was associated with a subtraction of heat from the stream at a rate proportionate to solar insolation, exceeding the maximum decoupling effect of shade by at least 2°C at midday, and suggesting upwelling heat flux from water to tree canopy proportional to sunlight. The method appears useful for generating new hypotheses, for selecting informative sites for detailed heat budgets, for determining the dimensionality of heat budgets in natural streams, and more broadly for associating thermal components to fluvial structure and processes.


1. Introduction

[2] Freshwater creeks are a widespread habitat where temperature plays an important role in structuring and sustaining aquatic biodiversity. Recent reviews emphasize that freshwater thermal regimes are coupled to climate, but with substantial spatial and temporal heterogeneity linked to local channel conditions that insulate and buffer thermal dynamics [Caissie, 2006; Poole and Berman, 2001; Webb et al., 2008]. This thermal heterogeneity creates habitat features that are actively exploited by fish and other aquatic organisms [Ebersole et al., 2001, 2003; Isaak and Hubert, 2004; Tørgersen et al., 1999].

[3] As climate change accelerates over the coming decades, resource managers will need to learn to characterize, manage, and even establish thermal habitat features in freshwater systems [Ormerod, 2009; Wilby et al., 2010], implying a need for process-based frameworks that link channel organization and thermal condition. Two analytical frameworks commonly used for this purpose are statistical methods and heat budget methods.

1.1. Statistical Methods

[5] Statistical methods estimate the responsiveness of entire creeks and rivers to climate patterns, using temperature time series and regression models [Eaton and Scheller, 1996; Isaak et al., 2010; Mantua et al., 2010; Mohseni et al., 2003; Morrill et al., 2005]. Statistical methods can be effective for estimating mean stream temperature at temporal resolutions of a week or coarser, because weekly thermal budgets of streams can be approximated by equilibrium models [Bogan et al., 2003; Mohseni et al., 1998]. Weekly water temperature tends to track nearby air temperatures, but the tracking is not one to one: the responsiveness of streams to air temperature varies substantially across streams (e.g., 0.3°C water/°C air, to 1.09°C water/°C air in Morrill et al. [2005]), presumably due to quantitative differences in radiation, conduction, convection and advection processes in the riparian corridor [Benyahya et al., 2012]. These differences imply diversity in the internal structure of the riparian system [Poole and Berman, 2001]. Each stream requires its own data and regression, sometimes allowing for limited process inference via covariate analysis (e.g., streamflow in Caissie et al. [2001]).
[5] Limitations of the statistical approach are the omission of fine-scale thermal features, such as cold patches that are used by salmonids and other cold-water fishes [Ebersole et al., 2001, 2003; Matthews and Berg, 1997; Matthews et al., 1994; Torgersen et al., 1999]; prediction error on the order of ±2°C [Caisse et al., 2001; Mohseni et al., 1998; Morrill et al., 2005], which is large enough to have ambiguous implications for many species over broad areas; and poor ability to resolve the underlying physical processes.

1.2. Heat Budget Methods

[6] Heat budget methods enumerate and quantify the various physical pathways by which heat enters and exits a stream reach and thus can provide a great deal of insight about underlying processes [Benyahya et al., 2012; Boyd and Kasper, 2003; Brown, 1969; Evans et al., 1998; Hebert et al., 2011; Webb and Zhang, 1997]. These physical pathways, or heat flux elements, are numerous and often vary over short temporal and spatial scales [Boyd and Kasper, 2003]. Accordingly, heat budget methods generally require detailed measurements of many individual flux elements. For example, Evans et al. [1998] estimated 20 different heat flux elements in the thermal budget of River Blithe, Staffordshire, UK. They found the river’s heat budget to be dominated by a subset of 5 heat flux elements: net short-wave radiation, net long-wave radiation, evaporation, conduction with the riverbed, and sensible heat transfer. In a regional study of heat budgets, Webb and Zhang [1997] also found subsets of elements dominating, but these varied spatially and seasonally, suggesting a key role for process heterogeneity in the thermal budgets of stream systems [Johnson, 2004].

[7] Understanding process heterogeneity is a challenge. It is often impractical to estimate some heat flux elements at more than one or a few points in a channel. For such elements, constructing the overall heat budget requires an assumption that point estimates accurately represent mean flux over a broader area, implicitly assuming spatial homogeneity. For example, Brown [1969] assumed that net heat flux across the water-streambed interface could be estimated from a single point measurement for each of three streams in Oregon. Benyahya et al. [2012] measured short- and long-wave energy exchange between a stream and its tree canopy at one point, assumed to be representative.

[8] A related challenge is that different heat flux elements are unlikely to vary independently of one another in space and time—rather one expects them to be jointly structured by a riparian system of streamflow, riparian vegetation, bed forms, and groundwater flux [Poole and Berman, 2001]. Understanding process heterogeneity at the level of the riparian system, by measuring numerous nonindependent heat flux elements, some of which are difficult to measure at even a single point, is often impractical. For example, riparian vegetation influences local wind speeds [Bogan et al., 2004], affecting both evaporative and convective heat transfer at the air-water interface. It shades the channel, intercepting substantial short-wave solar radiation [Benyahya et al., 2012; Hannah et al., 2008; Webb and Zhang, 2004]; shading varies seasonally, with leafing-out and senescence [Benyahya et al., 2012]; and diurnally, as a function of sun angle [Leach and Moore, 2010]; and vegetation produces fine-grained spatial variation in shading and wind, so that associated heat fluxes cannot be reliably characterized by one or a few sensors [Benyahya et al., 2012]. More subtly, vegetation heats up in the sun and emits long-wave radiation in a highly dynamic way [Benyahya et al., 2012]. Heat movement in bed forms and associated patterns of subsurface flow can also be intricately structured [Arrigoni et al., 2008; Burkholder et al., 2008] and involve nonindependent heat flux elements [Story et al., 2003].

1.3. A Hybrid Method

[9] For clarity we refer to the coordinated systems of heat flux elements described above as heat flux components. We suggest that a useful avenue of research is the characterization of heat flux components and their associations with patterns of streamflow, riparian vegetation, bed forms, and subsurface water movement. This view is motivated by the perspective that heat budgets are interesting not because they quantify each heat flux element, but because they show how stream systems self-organize heat flux elements in space and time. This self-organization means that strategies for managing thermal habitat will be more self-perpetuating if they address fluvial processes and related heat flux components, rather than the individual heat flux elements [Poff et al., 2010; Thorp et al., 2006; Wilby et al., 2010]. But this perspective requires a method for identifying the components and relating them to fluvial processes.

[10] Here we describe a distinct-components method that combines features of the statistical and heat budget approaches. The method identifies distinct components of a creek’s heat budget from dense temperature data, using a machine-learning technique known as least-dependent components analysis (LDCA) [Stogbauer et al., 2004]. LDCA is a form of blind source separation, a family of methods for unmixing blended signals. The guiding metaphor for blind source separation is a noisy cocktail party, in which an array of microphones records different mixtures of the same set of conversations. The goal of blind source separation is to unmix the noisy party chatter back to a set of individual conversations, using no additional outside information. Here we unmix stream temperature data, interpreting the result as a set of distinct heat flux components, to which formal or informal inference can then be applied to better understand process heterogeneity. The method of distinct components has three ingredients:

[11] 1. A study area providing informative contrasts, defined here as stream channel(s) with structural heterogeneity that might be associated with thermal heterogeneity. A fundamental assumption is that the structural heterogeneity reflects different fluvial processes affecting heat flux, and can be interpreted as such—normally different types of vegetation, streamflows, bed forms, subsurface flow patterns, and/or microclimates.

[12] 2. A dense data set of stream temperatures from the study area. Dense as used here means 10 s to 1000 s of spatial positions and 100 s to 10000 s of points in time. A distributed temperature sensor (DTS) can be used to collect dense temperature data with resolutions down to 1 m and 1 min and extents of up to 10 km for days to months. A more flexible method is to deploy 10 s to 1000 s of inexpensive temperature loggers across entire stream networks; spatial resolution is limited by the number of loggers relative to total channel length.

[13] 3. Least-dependent components analysis [Stogbauer et al., 2004], which unmixes the dense temperature data into a small number of maximally independent (or least-dependent)
time series, interpreted as distinct thermal components. The time evolution of thermal components can be compared to one another or analyzed via standard covariate analysis. The spatial profile of thermal components can be examined for relationships with structural heterogeneity of the channel, perhaps suggesting new insights or novel hypotheses that can be tested with conventional heat budget methods.

[14] Distinct components can be thought of as a parsimonious set of unobserved, maximally independent covariates implied by the data set. Unlike standard statistical methods, the components do not require observable covariates to be identified, though observable covariates may be useful for providing insights about the components—including the insight that some components do not have observable covariates. In addition, though the method does not identify heat flux elements, it does produce components with finer spatial and temporal resolution than the elements of a typical heat budget method. It can thus be used to provide context for more detailed heat budget methods; to assist in the siting of representative spatial points for heat budget methods, or to generate novel hypotheses that can be more rigorously tested using heat budget methods. In the remainder of this paper we outline the theoretical basis for the method and then illustrate its application to a small intermittent creek in central California, where cold-water conditions (<18°C) persist in the warm season, despite dwindling flows (<0.05 m s⁻¹) and surrounding air temperatures that routinely exceed 35°C.

2. Method of Distinct Components

2.1. Reorganizing the Heat Flux Equation

[15] The basic equation for temperature evolution in a stream segment is

\[ T_{i+1} = T_i + \Delta t \frac{k}{V_{i+1}} (Q_a + Q_b + Q_c + \ldots) \]  

\[ \text{(1)} \]

[Boyd and Kasper, 2003; Brown, 1969; Webb and Zhang, 1997], where \( T_i \) is mean temperature of the segment (°C) at time step \( t \), and \( \Delta t \) is the time interval between steps (h). The heat flux elements \( Q_a, Q_b, \ldots \) are mean rates of energy transfer (W per segment per element) due to individual physical mechanisms \( a, b, \ldots \) over the interval \( \Delta t \). The summed flux (net energy flux) is converted to temperature changes proportional to \( k \), a factor converting seconds to hours (s h⁻¹) divided by the specific heat of water (J kg⁻¹ °C⁻¹) and the mass density of water (kg m⁻³), both effectively constant at the temperatures and pressures involved. Temperature changes are inversely proportional to the mean volume of water \( V_{i+1} \) (m³) in the segment at the end of the time step. Considering multiple time steps at multiple adjacent locations, the time series for each location \( i \) can be represented as

\[ T_{i,t+1} = T_{i,t} + \Delta t \sum_{m=1}^{M} \sum_{j=1}^{t} \left( \frac{k}{V_{i,j}} Q_{j,i,m} \right) \]

\[ \text{(2)} \]

because heat fluxes are additive. The equation is arranged so that the term in parentheses is a component of temperature change at each time step due to heat flux \( m \) and volume \( V_{i,j} \). For clarity, summarize this quantity as \( q_{j,i,m} \), a component of temperature change, which implies a corresponding additive component of the temperature time series,

\[ C_{[i,j,m]} = C_{[i,j,m]} + \Delta t \sum_{j=1}^{t} q_{j,i,m} \] \[ \text{where } T_{[i,t]} = \sum_{m} C_{[i,j,m]} \text{ for all } t. \]

\[ \text{(3)} \]

Note that \( C_{[i,j,m]} \) (where • means all \( j \)) is a time series of temperature components (units: °C) due to heat flux \( m \), and \( q_{j,i,m} \) is a time series of the \( m \)-specific heating rates (units: °C h⁻¹).

2.2. Identifying the Least-Dependent Components

[16] Because heat fluxes are additive, the structure of (3) is flexible enough to regard \( m \) as indexing either heat flux elements or heat flux components (fractional combinations of elements with coordinated dynamics). Here we define a component-wise heat budget as a partitioning into a set of components \( m \) that minimize dependence of the \( C_{[i,j,m]} \) between different \( m \). By partitioning dense temperature data into least-dependent components, the method (implicitly) maximizes codependence of (unspecified) heat flux elements within each component. This follows from the properties of information theory underlying LDCA: the method does not lose information, it merely redistributes it among the rows of the data matrix so as to minimize dependence among rows.

[17] More specifically, let \( T_{[i,t]} \) be a dense temperature matrix, and identify the square matrix \( R \) so that in

\[ C = RT, \]

\[ \text{(4)} \]

the rows of \( C \), corresponding to temperature components, are maximally independent. The LDCA algorithm uses mutual information, derived from information theory [Kraskov et al., 2004; Shannon, 1948], as its measure of dependence. It is the expected shared information content of two random variables, and can be used to consistently compare dependencies between any pair of arbitrarily complex, multivariate time series. Information-theoretic properties of entropy and mutual information simplify the problem of finding \( R \) (unmixing the signals) into a tractable problem of systematically searching a space of rotation matrices (the MILCA algorithm of Stogbauer et al. [2004]). In our procedure we use the time delay embedding version of the MILCA algorithm, which accounts for time structure in \( T \) (see step 3 of Table 1, which outlines the entire procedure).

[18] Simple application of the MILCA algorithm to dense temperature data is underdetermined, because mutual information (MI) is invariant to any one-to-one transformations of the rows of \( C \) or \( T \) [Kraskov et al., 2004]; this includes all smooth monotonic transformations of the data. Underdetermination is partly fixed by equation (3), which implies a constraint in the minimization problem: the sum of \( C_{[i,j,m]} \) across \( m \) must be constant across rotations. The constraint is respected by applying MILCA to square root transformed temperature data, then squaring the resulting components (which conserves summed \( C_{[i,j,m]} \) via the Pythagorean theorem). This fixes underdetermination down to location and scale, which are in turn fixed by centering the components and standardizing the mean components (across all spatial points) to sum to the mean temperature series (see steps 3
Table 1. Steps to Identify Distinct Components of Stream Temperature From a Dense Data Set $T$

<table>
<thead>
<tr>
<th>Step</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Apply the MI-based clustering algorithm [Kraskov et al., 2005] to the temperature matrix $T$.</td>
</tr>
<tr>
<td>2</td>
<td>Choose a number of groups, compute the mean time series for each group, and assemble into matrix $T_1$ (rows = groups, columns = times).</td>
</tr>
<tr>
<td>3</td>
<td>Apply the time delay MILCA algorithm [Stogbauer et al., 2004] to scalar square-root-transformed $T_1$. Square each entry of the output matrix and center each row (mean = 0) to obtain $C_{unscaled}$.</td>
</tr>
<tr>
<td>4</td>
<td>Compute the row vector $T_{mean}$, the mean time series for $T$ across all segments.</td>
</tr>
<tr>
<td>5</td>
<td>Use least squares to rescale the rows of $C_{unscaled}$ to sum to $T_{mean}$ to obtain $C_{mean}$ (temperature components of the mean time series).</td>
</tr>
<tr>
<td>6</td>
<td>Sort the components (rows) of $C_{mean}$ by amplitude or $\sigma$, and discard the trivial (nearly flat) components. If no nearly flat components, increase the number of groups and return to step 2.</td>
</tr>
<tr>
<td>7</td>
<td>Rescale remaining rows of $C_{mean}$ so each has zero mean and unit variance, to obtain $C_s$.</td>
</tr>
<tr>
<td>8</td>
<td>For each spatial segment (column) of $T$, use $C_s$ and least squares (linear regression) to estimate constant, Gaussian, and responsiveness terms to obtain $R_2$ (rows = segments, columns = terms). If Gaussian terms are large, decrease number of trivial components and return to step 6.</td>
</tr>
<tr>
<td>9</td>
<td>Multiply column $m$ of $R_2$ by corresponding row $m$ of $C_s$ to obtain $C_m$ (temperature component $m$, as anomalies centered on zero).</td>
</tr>
<tr>
<td>10</td>
<td>Compute lag-1 differences of $C_m$ and divide by scalar $\Delta t$ to obtain $q_m$ (heating rates for component $m$ at each time step).</td>
</tr>
</tbody>
</table>

through 5 in Table 1). The components then have the interpretation of anomalies from the grand mean temperature.

### 2.3. Eliminating Trivial Components

[19] After LDCA, $C$ has the same number of rows as $T$, sorted so that rows 1 and 2 are least dependent, rows 2 and 3 are the next least dependent, and so on. Generally the number of distinct components will tend to be much smaller than the number of rows (sites) in $T$, meaning that many rows of $C$ will be very similar to one another, usually by being either very small anomalies (nearly flat components) or random noise. We call these trivial components. Our procedure replaces the trivial components with two standard components, an assumed flat line and Gaussian noise (steps 6–8 in Table 1). A new matrix $R_3$ (no longer square) now shows the loadings (“responsiveness”) of each row of $T$ (each spatial segment) on each distinct component of $C$, along with loadings on the two standard components (constant flat line, Gaussian noise), which are analogous to the intercept and residual error terms in linear regression. $R_3$ is easily identified using least squares. If too many components are treated as trivial, the RMSE of the Gaussian component will be large, providing a check on the elimination procedure (step 8 in Table 1).

[20] For convenience, before computing $R_3$ we center $T$ (mean = 0 for entire data set) and standardize each time series in $C$ (mean = 0, $\sigma$ = 1 for each row, and rows multiplied by 1 or $-1$ to standardize peaking during midday. Here and elsewhere, $\sigma$ = standard deviation). Standardizing allows responsiveness across different components of $C$ to be directly compared by inspection of $R_2$ (in units of °C of change in $T$ per $\sigma$ of each LDC). Centering $T$ gives the constant terms the interpretation of mean temperature anomaly for each spatial segment (i.e., difference between segment mean and reach-wide mean temperature).

[21] In practice, the identification of temperature components is not quite as simple as outlined above, because the computer time involved in finding the initial rotation matrix $R$ increases rapidly with the number of rows (number of spatial segments) in $T$. We expect to identify matrices of 10 or perhaps 20 rows, but the hundreds of rows in a dense data set are not practical. To work around this limit, we preprocess $T$ by applying the MI-based clustering algorithm described by Kraskov et al. [2005] (step 1 in Table 1). This algorithm arranges the spatial segments into a hierarchical bifurcating tree using mutual information; any number of groups $G$ can be chosen be selecting the corresponding level of the hierarchy, which comprises the least-dependent arrangement of segments into $G$ groups. We then produce a new temperature matrix $T_2$ with the rows corresponding to the mean time series of each group (step 2 in Table 1), and proceed as described above.

[22] The grouping procedure reduces the number of time series to analyze, while minimizing the loss of information. One can check the adequacy of this reduction at two points further in the analysis: 1) by the occurrence of nearly flat components in the reduced $C$, which shows that the number of groups was sufficient to capture all distinct components; and 2) by small Gaussian noise terms in $R_2$, which shows the distinct components are sufficient to reconstruct spatial response profiles (sees steps 6 and 8 in Table 1).

### 3. Application

[23] The method was applied to a 1 km section of Horse Creek, a small intermittent tributary of the Arroyo Seco River near Soledad, California. Horse Creek drains 35.4 km² in the interior of the Santa Lucia Mountains, a steeply dissected, rapidly uplifting mountain range in which landslides dominate erosional processes [Ducea et al., 2003]. The Horse Creek catchment receives mean annual rainfall of 67.3 cm, nearly all from October to April, so that summertime flows consist exclusively of a base flow that dwindles over the course of the summer. The catchment is covered mostly in chapparal (dry, fire-prone shrublands) and lies within the Pacific storm track, creating conditions for flashy high flows in the winter that may exceed base flows by three or four orders of magnitude. Air temperatures routinely exceed 35°C in summer.

[24] This creek is typical of many small creeks in the coastal mountains of central and Southern California, where conditions for cold-water biota somehow persist within the hot dry climate [Boughton et al., 2009]. Cold thermal features in this region are thought to depend on some combination of shading by riparian trees; phreatic or hyporheic flows of cold water; and pool volumes that provide thermal buffering [Boughton et al., 2007; Matthews and Berg, 1997]. We selected a section of Horse Creek that provided informative contrasts between heavy shade and nearly full sun, between small pools and riffles, and between sections of channel with observable subsurface flow paths versus no observable flow paths (Figure 1).

[25] The informative contrasts occur because the reach straddles a transition between an upstream, perennial, scoured-bedrock channel with dense shade; and a downstream, intermittent, alluvial channel with very sparse shade,
about 0.7 km from the confluence at the Arroyo Seco River. The transition had five geomorphically distinct sections (see Tables 2 and S1). The upstream section was the end of a 1 km series of bedrock pools in a sharply confined channel (Figure 1). Pools ranged from 0.5 to 1.5 m deep, interspersed with small bedrock chutes. Directly downstream was a plane bed of disorganized cobbles and small boulders [Montgomery and Buffington, 1997] within a narrow, confined valley. Both the bedrock pools and the plane bed were densely shaded by riparian alders (Alnus sp.).

Below the plane bed the channel entered a structurally complex “West Bend” area with upper and lower limbs (Figure 1). The upper limb was broad and shallow, confined on the south but opening on the north to a terrace 70 m wide; attempts to drive piezometers suggested that a sheet of bedrock underlay the channel at 20–30 cm depth. Annual grasses covering the terrace were senescent by May, highlighting a linear depression of green forbs and moist soil, clearly delineating a buried flow path that could be traced to

Figure 1. Plan view of the Horse Creek study site (36.249°N, 121.412°W). Numbers are channel positions (meters). Circles mark observation stations with piezometers, air, and bed temperature loggers. DTS cable extended from the end of surface flow upstream to position 1028. Buried flow paths in the West Bend section were inferred from ground-surface form and lines of green herbaceous vegetation.

Table 2. Physical Characteristics of the Horse Creek Study Site

<table>
<thead>
<tr>
<th></th>
<th>Bedrock Pools</th>
<th>Plane Bed</th>
<th>West Bend</th>
<th>Confined Meanders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discharge (l s⁻¹)</td>
<td>18.5</td>
<td>19.9</td>
<td>–</td>
<td>17.4, 18.1</td>
</tr>
<tr>
<td>Gain (% m⁻¹)</td>
<td>0.056</td>
<td>0.22</td>
<td>–</td>
<td>0.48, 0.40</td>
</tr>
<tr>
<td>Mean wetted width (m)</td>
<td>1.9 (0.6)</td>
<td>2.5 (1.0)</td>
<td>3.1 (0.8)</td>
<td>0.87, 3.24</td>
</tr>
<tr>
<td>Maximum water depth of 2 m segments (quartiles) (cm)</td>
<td>6, 14, 26, 34, 96</td>
<td>6, 12, 14, 18, 80</td>
<td>7, 9, 12, 16, 28</td>
<td>6, 11, 14, 23, 59</td>
</tr>
<tr>
<td>Gradient (%)</td>
<td>3.5</td>
<td>2.5</td>
<td>1.8</td>
<td>2.6</td>
</tr>
<tr>
<td>Mean middayinsolation (Wm⁻²)</td>
<td>178</td>
<td>241</td>
<td>195</td>
<td>235</td>
</tr>
<tr>
<td>Piezometer (mean for n = 9 observations/site) (mm)</td>
<td>-</td>
<td>-</td>
<td>4 (at 464 m)</td>
<td>-57 (at 40 m)</td>
</tr>
</tbody>
</table>

Salt-tracer method of Moore [2004] and an area-under-the-curve estimator. Estimated error is ±2%.

Small estimate from late afternoon, when flows temporarily decline.

Discharge gain per unit channel length, computed from dilution of tracer between two recording sites. Omits losses.

Below versus above dry riffle.

Continuously flowing section downstream of dry riffle. Negative value may be due to evaporation.

Groundwater elevation below dry surface of streambed.
its upstream and downstream connections with the channel (see Figure 1). The channel crossed a small rock escarpment at position 664 m to a lower limb (position numbers refer to meter markings on the DTS cable), steeper with a few wood-forced pools and three small bedrock-forced pools. Re-entry of the buried flow paths were discernable at two distinct points and possibly a broader zone. Both limbs were well shaded by alders and oaks (*Alnus*, *Quercus* spp.).

Below position 402 m the valley widened and the channel transitioned to a very sunny series of plane bed riffles interspersed with small bedrock force pools where the meanders encountered the canyon wall. This alluvial section had a dry riffle where daily surface flow disappeared at 375 m and reappeared as a hyporheic seep at 325 m, implying conditions for high heat exchange with the streambed. Surface flow disappeared completely at 69 m. The channel was very sparsely shaded by sycamores (*Platanus racemosa*) (Table 2).

[27] Below position 402 m the valley widened and the channel transitioned to a very sunny series of plane bed riffles interspersed with small bedrock force pools where the meanders encountered the canyon wall. This alluvial section had a dry riffle where daily surface flow disappeared at 375 m and reappeared as a hyporheic seep at 325 m, implying conditions for high heat exchange with the streambed. Surface flow disappeared completely at 69 m. The channel was very sparsely shaded by sycamores (*Platanus racemosa*) (Table 2).

[28] Here we present 5 days of DTS data from early summer 2008. Using a Sensornet Halo DTS, we recorded temperatures each minute at 2 m resolution between midday 19 May 2008 and 25 May 2008, during a week of falling air temperatures. Wind was light except for brief periods of katabatic winds in late afternoon. DTS readings were calibrated with an ice-water bath and a water-temperature logger at cable location 779 m. A malfunction of the power supply created a 3.4 h gap in observations the morning of 21 May; it proved suitable to simply concatenate the data matrices from either side of the gap (creating one $\Delta t$ equal to 3.4 h in the data set). We removed temperature readings for a dry riffle (location 325 m to 375 m) and a point where the DTS cable

Figure 3. (a) Mean temperatures of segment groups and (b) least-dependent components (LDCs) for DTS time series data divided into six groups. Colors are the same as in Figure 2. Least-dependent components from the MILCA algorithm [Stogbauer et al., 2004] are scaled to sum to the mean temperature series and sorted by amplitude.
passed over a log (600 m), because these cable sections were recording temperature of something other than streamflow. The data were then aggregated to 5 min means.

We also logged bed temperature and air temperature at 10 stations spaced throughout the study reach (see Figure 1). Bed temperature was logged with a Hobo Water Temp Pro (accuracy 0.15 °C) buried 30–50 cm in the alluvium in midchannel. Air temperature was logged with a Hobo Pendant suspended 1.0 m above the water surface in mid-channel (protected by a sunshield). We tracked hydraulic head at 5 stations (45 m, 265 m, 366 m, 464 m and 570 m in Figure 1) using piezometers installed 0.35–0.5 m deep in midchannel (see Table 2) and a weighted, chalk-coated line (accuracy ±1 mm).

3.1. Preprocessing

A plot of MI estimates between pairs of segments revealed substantial structure in the DTS data, with major features that nearly matched the geomorphic sections (see Figure S1 in the auxiliary material). The clustering algorithm showed the greatest distinction of temperature patterns was between the sunny and shady parts of the study reach (number of groups = 2 in Figure 2); the next three splits in the bifurcating tree separated the plane bed segments, the hyporheic seep below the dry riffle, and the bedrock pools from most of the west bend area (number of groups = 3, 4, and 5 in Figure 2). The boundaries identified by MI clustering tended to be displaced downstream 10–20 m relative to geomorphic boundaries identified in the field, which is consistent with a tracer (here heat) becoming well mixed about 10 stream widths downstream (1–5 m wide in the study reach). The fifth split was a discrete section of the confined meanders (number of groups = 6 in Figure 2). Subsequent splits were not as spatially coherent (number of groups = 7 and 8 in Figure 2). We provisionally assumed the 6 group clustering was sufficient to identify all distinct components; this can be checked later by examining RMSE of the $R^2$ matrix (step 8 in Table 1).

The mean time series for each group illustrates typical temperature patterns (Figure 3a). Not surprisingly, the sunny confined-meander groups showed the highest midday temperatures (red and brown in Figure 3a), except for the hyporheic seep, which tended to exhibit the lowest midday peaks and the highest midnight troughs, especially during the hotter time at the beginning of the observation period (orange in Figure 3a). Partly cloudy conditions on the last full day of observation clearly show up in all groups.

3.2. Distinct Components (LDCs)

LDCA transformed the 6 time series into 6 least-dependent components (LDCs), which were then rescaled as in Table 1 ($C_{\text{mean}}$, steps 3 to 5) and sorted by amplitude (range) (step 6). The sorting arranges the LDCs in order of decreasing contribution to the mean time series (mean temperature series for all spatial segments).

LDC 1 had the largest amplitude: range = 6.5°C (Figure 3b, first row). Daily fluctuations were asymmetric, trailing off each afternoon and night, followed by an abrupt rise each daybreak and a peak each early afternoon; there was also a midday cooling trend. Superimposing LDC 1 and hourly weather data from Arroyo Seco Station (6 km west) showed a remarkable similarity in shape (Figure 4a; LDC 1 rescaled to mean and $\sigma$ of station data). Differences were the slightly earlier morning climb of LDC 1 (consistent with different topographic shading at study site versus weather station), and a steeper decline in daily minimum temperatures relative to daily maximums. A regression showed that LDC 1 closely covaried with hourly air temperature, but also somewhat with insolation data from the same weather station (Table 3). Overall, LDC 1 appears to involve heat fluxes that are primarily coordinated with fluctuations in air temperature.

![Figure 4.](image-url)  
(a) Air temperature and (b) insolation compared to LDC 1 and 3, respectively. Air temperature and insolation data collected at Arroyo Seco Station (36.23°N, 121.49°W).

Table 3. Best Fitting Regression of Standardized Components on Nearest Weather Station Data

<table>
<thead>
<tr>
<th>Component</th>
<th>Regression Coefficients</th>
<th>Nash-Sutcliffe Model Fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDC 1</td>
<td>1.04</td>
<td>0.73</td>
</tr>
<tr>
<td>LDC 2</td>
<td>0.84</td>
<td>0.70</td>
</tr>
<tr>
<td>LDC 3</td>
<td>–</td>
<td>0.85</td>
</tr>
<tr>
<td>LDC 4</td>
<td>–1.07</td>
<td>0.58</td>
</tr>
<tr>
<td>LDC 5</td>
<td>–</td>
<td>0.01</td>
</tr>
<tr>
<td>LDC 6</td>
<td>–0.32</td>
<td>0.04</td>
</tr>
</tbody>
</table>

*Dependent and independent variables standardized (mean = 0, SD = 1); best fitting model selected using AIC; candidate models were all combinations of 0, 1, or 2 covariates.
LDC 2 had a shape generally similar to LDC 1 and air temperature, but relative amplitude compared to LDC 1 was only 8% (range = 0.51°C versus 6.5°C), peaks occurred slightly later in the day, nighttime declines were more gradual, and nightly minimums were more stable (Figure 3b, second row versus first row). Regression showed an association with air temperature, though weaker than that of LDC 1 (Table 3). LDC 2’s strongest loading in rotation matrix R was a negative association with the hyporheic seep below the dry riffle (i.e., the orange group in Figure 2), suggesting a relation to subsurface flows and the streambed. Overall, LDC 2 had a similar, but more refractory, shape compared to LDC 1.

LDC 3 displayed a symmetric half-sine wave pattern, centered on solar noon and bracketed by sunrise and sunset (Figure 3b, third row). This is remarkably close to local insolation patterns, including the spiky profile on the partly cloudy day of 24 May (Figure 4b). The match is confirmed by simple regression (Table 3). The major discrepancy was a moderate trend in nightly minimums. Like LDC 1, LDC 3 had a delayed morning rise relative to the weather station data, again suggesting differences in topographic shading. Relative amplitude of LDC 2 was 5% (0.33°C versus 6.5°C for LDC 1).

LDCs 4 through 6 had very small ranges (0.4% to 0.1% amplitude relative to LDC 1). For clarity, Figure 3b shows standardized versions of all six components, but if scaled proportionately the last three components would appear virtually flat. We conclude they are trivial components, and replace them with the two standard components (flat line, Gaussian noise; step 6 in Table 1). This decision can be checked later by ensuring that the Gaussian noise terms (root-mean-squared error, or RMSE) are acceptably small in spatial response profiles (step 8 in Table 1; see section 3.3).

### 3.3. Spatial Response Profiles

The final R matrix was computed from standardized LDCs (C, steps 7 and 8 in Table 1), which facilitates comparisons of spatial response profiles. Each column of R represents a spatial response profile for a particular LDC, in units of temperature change in the spatial segments (unit: °C) per standardized change in the LDC (unit: σ). For example, a value of 2 indicates that water temperature at a segment increases +2°C per change of +1σ in an LDC (positive response), whereas a value of −1 indicates water temperature at the segment cools by −1°C per change of +1σ in an LDC (negative response). Values close to zero imply temperature patterns at a segment are nearly independent of the LDC. Due to the standardization, comparisons can be made in the responsiveness of different spatial segments to the same LDC (spatial response), or of one segment to different LDCs (relative response).

Spatial profiles for the two standard components (flat line, RMSE) have slightly different interpretations. The column of R corresponding to the flat line represents spatial anomalies, defined as the mean temperature of a segment relative to mean temperature of all segments (unit: °C). The column of R corresponding to RMSE (Gaussian noise) is the residual error of T after the spatial anomalies and responsiveness of LDCs are taken into account (unit: °C). It shows how much information was lost by grouping the time series initially (steps 1 and 2 in Table 1) and by treating nearly flat components as trivial (step 6 in Table 1).

Below we present spatial response profiles for water temperatures from the DTS (Figure 5), and also for the air and bed temperatures at the 10 stations with data loggers (Figure 6). For water, the spatial profile for RMSE (dashed line in Figure 5) was only ~0.1°C for most of its length, suggesting that grouping the data and eliminating trivial LDCs did not discard significant pattern. Notable exceptions were two points just upstream of dry sections (375 m and 69 m), where RMSE jumped to ~1°C.

LDC 1, whose temporal pattern matched air temperature, had a spatial response profile that was highly positive in the upstream shaded section (400 m to 1050 m; Figure 5, red), with stream temperature changing nearly +2°C per σ of LDC 1. Downstream in the sunny section the responsiveness steeply declined by about 50% but then leveled out—suggestive of a transition to a weaker but
stable relationship between stream temperature and air temperature in the sunny section. The response of the air loggers suspended above the stream was similar but even stronger; and the bed loggers, (mostly) weaker (Figure 6a). This is consistent with LDC 1 being related to fluctuations in aboveground conditions such as air temperature.

The spatial profile for LDC 2 was quite negative just below the dry riffle (Figure 5, blue), indicating a midday heat subtraction of about $-1.2\,^\circ C$ per $s$ of LDC 2 at the point where surface flow reappears. This is consistent with LDC 2 being a signature of heat absorption by subsurface processes. Immediately downstream the profile rapidly climbed to zero and then into positive territory, implying a downstream reversal of heat subtraction to heat addition during midday (see Figure S2 in the auxiliary material). This interpretation is corroborated by bed temperatures in the confined meanders (See stations at positions 45 through 366 in Figure 6b). The bed responses were stronger (more positive) than air and

**Figure 6.** Spatial response profiles ($R^2$ matrix) for ten stations measuring streambed and air temperatures 0.35–0.5 m below and 1.0 m above the thalweg, respectively. Stations at 45 and 366 m were in sections of channel with no consistent surface flow.
water responses at the wet stations (143 and 265), and especially strong at one dry station (366), suggesting a tighter link of LDC 2 to subsurface heat fluxes than to aboveground fluxes.

[42] Upstream in the shady section the water’s response profile was generally quite close to zero (i.e., nearly independent of LDC 2), except at two notable rounded humps between 700 m and 500 m (Figure 5, blue). These humps imply a modest heating response for LDC 2, and were near points where buried flow paths reconnected to the channel (two other, sharp peaks are artifacts of small bits of cable lying on dry bed during afternoon low flows).

[43] Somewhat surprisingly, LDC 3 had a spatial profile that was consistently negative in the shady section (Figure 5, green), suggesting heat subtraction on the order at least $-0.5^\circ{\text{C}}$ to $-0.7^\circ{\text{C}}/\sigma$, corresponding to a midday temperature reduction of at least $2.0\text{--}2.2^\circ{\text{C}}$ on sunny days. Since LDC 3 appears to be closely associated with daily insolation (see Figure 4b and Table 3), this suggests dense shading does not just make the water temperature independent of insolation, but in fact negatively responsive to it. This relationship did not hold for air temperature 1 m above the water’s surface, which showed a consistent, strong, positive response to LDC 3 (Figure 6c).

[44] Downstream in the sunny section the profile for LDC 3 climbed steeply (Figure 5, green), rapidly exceeding the profile of LDC 1 and maintaining a response at least $+1^\circ{\text{C}}/\sigma$ in most of the confined meander. This suggests strong addition of heat whose time evolution closely tracks solar insolation, and indicates opposite thermal responses to LDC 3 in the shaded and unshaded sections (see Figure S3 in auxiliary material). In the sunny section the bed temperatures were less responsive and the air temperatures more responsive than the water temperatures (Figure 6c). This is consistent with a link between LDC 3 and aboveground heat fluxes.

[45] The spatial anomalies (Figure 5, black) show mean temperature for each 2 m segment relative to mean temperature for the entire study reach, and confirmed that the most heated segments were at the bottom of the sunny section and the most cooled segments were directly downstream of the dry riffle. Despite the dry riffle’s very sunny position, bed temperature below the riffle was much cooler than anywhere else and much cooler than the surface water (Figure 6d). In the shady segments upstream, the water was buffered to stay within $\pm0.2^\circ{\text{C}}$ of the reach-wide mean. Here, bed temperature tended to match water temperature, but the air temperature 1 m above the water was often cooler than the water (Figure 6d).

[46] To ask if all three components were necessary to reconstruct spatial profiles, we re-estimated $R^2$ three more times, each time omitting one of the LDCs. The fit of these reduced linear combinations was vastly poorer as judged by Akaike’s Information Criterion [Burnham and Anderson, 2001] (typically AICs larger by 1000–5000), except for LDC 2 in three small areas where its response profile was close to zero. This confirmed that important information is lost if any of the three LDCs were omitted.

4. Discussion

[47] We found at least three distinct components were necessary to explain temperature patterns in this transitional section of Horse Creek, achieving RMSE $\sim0.1^\circ{\text{C}}$ everywhere except two locations right where surface flow was disappearing (presumably some combination of evaporation and infiltration). The direction and relative magnitude of air versus water versus bed responses in the spatial profiles suggested that the first and third components were more closely related to aboveground heat fluxes than subsurface heat fluxes. Both formal inference and visual inspection of the components’ time evolution suggested that the first component was proportionate to air temperature and the third component proportionate to insulation, two meteorological forcings commonly found to dominate heat budgets [Gu and Li, 2002; Sinokrot and Stefan, 1994]. The second component had a more complicated pattern suggesting a refractory tracking of air temperature and linkage to subsurface heat fluxes, at least in some parts of the study reach.

[48] The study reach had three general contrasts: small pools versus riffles, shady versus sunny, and observable subsurface flow paths versus no subsurface flow paths. We observed no obvious differences in spatial profiles between pools and riffles (e.g., between the bedrock and plane bed sections in Figure 5). However, the shady and sunny sections were quite different. In the shady section the first distinct component (LDC 1) clearly dominated temperature dynamics (Figure 5, right); in the sunny section the first and third components (LDC 1, LDC 3) had roughly comparable contributions (Figure 5, left). This is consistent with heat fluxes mostly proportionate to air temperature in shady reaches, but a combination of heat fluxes proportionate to air temperature and insulation in sunny reaches. If one wanted to measure the individual heat flux elements making up the two components, the relative flatness of the spatial profiles in the shady section (Figure 5, right) suggests that results will not be too terribly sensitive to the exact location chosen to make the measurements. This is not the case for the sunny section, especially for LDC 3 which climbs quite steeply, implying no one location is representative.

4.1. A Component Negatively Proportionate to Insolation

[49] Inference suggested that LDC 3 was composed of heat flux elements that vary proportionate with insolation patterns. It is therefore curious to note the negative spatial profile of LDC 3 in the shady section (Figure 5, green). If the effect of vegetation were purely to shade out insolation (long- and short-wave radiation), then the shady reach should decouple from insolation patterns, meaning LDC 3 should be close to zero or perhaps weakly positive. The fact that it is negative suggests a subtraction of heat from the channel water proportionate to the level of insolation. One possible mode of heat subtraction might be heat movement into the bed—for example via hyporheic flows [Acuna and Tockner, 2009; Burkholder et al., 2008]—but one would need to propose a mechanism by which such heat movement stays so closely proportionate to insolation. It is also possible that evapotranspiration of the riparian canopy provides a plausible mechanism for heat subtraction upward, because evaporanspiration tends to produce gradients between leaf surface temperature and ambient air temperature [Alexandridis et al., 2009]. This could set up a net movement of sensible heat and/or long-wave radiation from the water to the canopy that should stay fairly proportionate to insolation.
In most of the shaded section the mean air temperature 1 m above the water is slightly cooler than the water itself (Figure 6d), indicating some amount of upward conduction of sensible heat. If sensible heat conduction were the primary flux than the air temperatures should have an even stronger negative association with LDC 3 than the water, but we observed the opposite, a strong positive response (Figure 6c), suggesting that long-wave radiation more likely dominates. Since the energy content of long-wave radiation emitted by a water or vegetation surface is proportional to its absolute temperature (°K) raised to the fourth power [Bogan et al., 2003; Mohseni and Stefan, 1999], long-wave energy flow could be quite responsive to differences in temperature between the canopy and channel-water surfaces. This is consistent with findings of Benyahya et al. [2012], where long-wave radiative flux between a small creek and a fully closed tree canopy was 10 times greater than sensible heat flux, and much more responsive to changes in canopy cover during spring leafing-out.

In their data however, net long-wave radiation with the canopy did not subtract heat from the water; it simply added it more slowly than solar short-wave radiation would have added heat if not intercepted by the canopy. Their site was in humid temperate forest; the riparian trees of Horse Creek occur in a hot arid landscape but are themselves not water limited during the dry season. Perhaps the contrast of hot dry air and unlimited evaporapotranspiration in full sunlight allows riparian trees to set up sufficiently cool leaf surfaces to sustain net absorption of long-wave radiation from the water below. This hypothesis would testable by combining standard element-wise heat budget methods with the distinct-components approach used here, and raises the interesting possibility that peak temperatures of small shaded creeks may to some degree be under biological control.

4.2. A Complex, Refractory Component

Inference suggested that LDC 2 was composed of heat flux elements that tracked air temperature, but more weakly and with greater delays than LDC 1. LDC 2 had a complex spatial profile. Its strongest responses were two sharp upward peaks at the two points where surface flows were going subsurface; its next strongest response was a sharp negative spike at the hyporheic seep just below the dry riffle, attenuating with distance downstream (Figure 5, blue). The next most notable features of the spatial profile (disregarding two small spikes thought to be artifacts of DTS cable exposure) were two small positive humps that broadly overlapped the zone where off-channel buried flow paths were observed to return to the stream (between positions 520 m and 680 m). All these observations are consistent with LDC 2 being involved in subsurface heat exchanges that evolve similarly to air temperatures, but with a more gradual response than air temperatures and with more stable nightly minimums.

Only below the hyporheic seep was this refractory component associated with a cooling (negative) response of streamflow. The returns of the off-channel flow paths in the shady section were associated with small heating responses of the stream, suggesting that incoming water was warmer than streamflow at midday. We note that these off-channel flow paths, discernible in the terrace via slight depressions and differences in ground vegetation, were mostly outside the immediate riparian zone where dense shading occurred. They mostly ran through hot, sunny oak savanna adjacent to the riparian corridor, and so could easily be accumulating heat before returning water to the stream. At both the top and bottom of the sunny section, the heating response of streamflow was even greater. Streamflow here was confined to a narrow band within a wider dry bed of cobbles and gravel fully exposed to sun and air. One possible mechanism is that the dry bed heats sufficiently to drive substantial lateral conduction of heat into the streamflow, which of course has been advected from cooler conditions upstream. In the sunny section this pattern of heat conduction would tend to produce a more positive response to LDC 2 by bed temperatures than by water temperatures, and an especially strong response by bed temperatures in the dry sections of channel. This pattern can be observed on the left side of Figure 6b.

By contrast, subsurface heat fluxes are generally expected to be accepting heat during spring and early summer, because the weather heats faster than the ground (and groundwater), with streamflows somewhere in between [Bogan et al., 2003, 2004]. The refractory component described here suggests a more complicated picture, possibly due to shallow lateral movements of stored heat in the ground of riparian corridors with complex shading patterns [see also Westhoff et al., 2011]. This general hypothesis would be testable using element-wise heat budget methods that include temperature sensors recording shallow ground temperatures. We note here, however, that in our study area the spatial profile of the refractory component ranged from strongly negative to near zero to strongly positive. This suggests that results from element-wise heat budgets would be very sensitive to the location of sensors. It may often prove useful to first generate a component-wise heat budget that includes spatial profiles such as Figure 5, to provide context to element-wise study designs.

4.3. Conclusions

For a small section of arid-land creek, the method of distinct components allowed us to identify three distinct signals in dense temperature data, none of which could be eliminated without losing important information about thermal heterogeneity. We conclude that the heat budget of the creek had three general components, each probably consisting of multiple heat flux elements with coordinated dynamics. Formal and informal inference about the shape (time evolution) of the components allowed us to link two components to meteorological forcings, and propose an interpretation of the third as reflecting both a meteorological forcing and refractory subsurface heat fluxes. By comparing spatial response profiles for each component to structural heterogeneity at the creek site (pools versus riffles, shaded versus sunny, occurrence of subsurface flow paths), we were able generate two new and testable hypotheses about process heterogeneity. The first hypothesis is that dense riparian canopies may remove substantial heat from arid-land streams via exchange of long-wave radiation. The second is that lateral subsurface movement of heat may be an important contributor of heat to arid-land streams.

The method does not resolve individual heat flux elements, so process inference from the method will generally have the status of hypotheses needing further testing by conventional element-wise heat budgets. At the same time, the method provides finer spatial resolution than element-wise heat budgets, and thus can provide landscape context...
for the more detailed element-wise methods that typically focus on a particular point in a stream. Element-wise budgets involve an implicit assumption that heat flux elements measured at a small number of points are representative of the broader riparian system, and the component-wise method outlined here can be used to evaluate this hypothesis. For example, we found that in the shady section of our study reach the components had relatively flat spatial profiles, suggesting that detailed heat flux measurements at any one point would be broadly representative. However, in the sunny section, spatial profiles for two of the components were steeply inclined, and one component was associated with daytime warming in some areas and daytime cooling in others, suggesting that conclusions from an element-wise heat budget will be very sensitive to placement of sensors. But the profiles also suggest where one might place sensors to measure minimum or maximum affect of a particular component. Thus the element-wise and component-wise methods can provide complementary insights to the same study area.

Our experience with the method in this study suggests it will be useful for generating new hypotheses; for selecting informative sites for detailed element-wise methods; for determining the dimensionality of heat budgets (number of distinct components) in natural streams, and more broadly for associating thermal components to fluvial structure and processes.
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